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CHECKLIST !

STATISTICAL ANALYSIS

O Description of the independent and dependent variable(s)
iIncluding covariates

L Assumptions underlying the statistical tests being used

U Statistical power and sample size estimation is reported
— May be seen early in Participants section

U Methods of handling missing data are discussed
W Descriptive statistics being utilized to summe

arize dats

O Analytical techniques to assess differences, relationships,

associations, prediction, etc



VARIABLES

INDEPENDENT AND DEPENDENT

« Explicitly stated including:
— Levels of independent variable(s)

— Fixed and random effects
» Fixed — generalizations about specific levels
« Random — generalizations back to an entire population

— Scales of measurement for each variable
 Nominal
e Ordinal
* Interval
» Ratio

— Within or between subject factors



ASSUMPTION TESTING

* Violations of assumptions can influence Type | and Type Il errors

« “The applied researcher who routinely adopts a traditional
procedure without giving thought to its associated assumptions
may unwittingly be filling the literature with nonreplicable results.”?



ASSUMPTION TESTING

HOEKSTRA ET AL.3
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FIGURE 2 | The frequency of whether two assumptions were checked at was used for three often used techniques in percentages of the total
all, whether they were checked correctly, and whether a preliminary test number of cases. BEetween brackets are 95% Cls for the percentages.



ASSUMPTION TESTING

HOEKSTRA ET AL.3 CONT.
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GURE 3 | Percentages of participants giving each of the explanations for not checking assumptions as a function of assumption and technique.
Tor bars indicate 95% Cls.



ASSUMPTION TESTING

OVERVIEW OF JOURNALS FOR 2016

Research Quantitative Mentioned
Articles Articles Assumption Testing

ATEJ 20 12 1
JAT 98 88 23

« ATEJ-8%

« JAT —-26%

« Most commonly tested

— Normality and homogeneity of variance



ASSUMPTION TESTING

INDEPENDENCE

« Each sample is randomly
selected from a population

* Methods
— Very challenging to assess
through statistics
— Examine residuals by group
* Should maintain a ‘random
display’#
* Durbin-Watson statistic
assesses autocorrelation
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ASSUMPTION TESTING

INDEPENDENCE EXAMPLE

« Example of ‘random display’
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ASSUMPTION TESTING

NORMALITY

 Normal distribution with a
mean of zero and a standard
deviation of one

» Methods
— Skewness and kurtosis
— Q-Q plot
— Shapiro-Wilk's W test
— Kolmogorov-Smirnov test

Standard Deviations
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ASSUMPTION TESTING

NORMALITY EXAMPLE

Normal Q-Q Plot of Score

Expected Normal

Observed Value
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ASSUMPTION TESTING

NORMALITY EXAMPLE

Normal Q-Q Plot of Score

Expected Normal

Observed Value
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ASSUMPTION TESTING

Descriptives

NORMALITY EXAMPLE

Descriptives

Statistic | Std. Eror Statistic | Std. Error
Mean 10.42 710 P Plg Mean 9.89 498
95% Confidence Interval for Lower Bound 8.93 95% Confidence Interval for Lower Bound 8.84
Mean Upper Bound 11.91 Mean Upper Bound 10.94
5% Trimmed Mean 10.13 5% Trimmed Mean 9.88
Median 10.00 Median 10.00
Variance 9.591 Variance 4.458
Score  Std. Deviation 3.097 Score  Std. Deviation 2111
Minimum 6 Minimum 6
Maximum 20 / Maximum 14
Range 14 Range 8
Interquartile Range 4 Interquartile Range 3
Skewness 1.540 -.132 .536
Kurtosis 4.304 -.465 1.038
Tests oﬁormamy
Kolmogorov-Smirnov® Shapiro-Wilk 1 Kolmogorov-Smirnov Shapiro-Wilk
Statistic df Sig Statistic df Sig isery Statistic df Sig. Statistic df Sig.
Score 200 19 044 874 19 _,017 Score 145 18 200" 966 18 711

a. Lilliefors Significance Correction

*. This is a lower bound of the true significance.
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ASSUMPTION TESTING

HOMOGENEITY OF VARIANCE

« Equal variances across
samples

 Methods
— Levene’s test

— Bartlett’s test

» Uses chi-square statistic
and based on meeting
assumption of normality

— Box’s M test
« Multivariate homogeneity

Test of Homogeneity of Variances

FPain

Levene
Statistic df1 df2 Sig.

510 B06

%]
]
|
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ASSUMPTION TESTING

LINEARITY

* The relationship between X
and Y is linear

— Mainly for ANCOVA and
regression models

 Methods
— Plot of Y versus X
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ASSUMPTION TESTING

LINEARITY

* The relationship between X
and Y is linear

— Mainly for ANCOVA and
regression models

 Methods
— Plot of Y versus X

18



ASSUMPTION TESTING

LINEARITY EXAMPLE

Linear

Linear

No linear relationship

19
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Evaluation of 2 Heat-Mitic
Trainees

JoEllen M. Sefton, PhD, ATC*; J.S. M
Lohse, PhD*; Robert L. Banda, ME
Andrew R. Cherrington, MEd, ATC*;

*Warrior Research Center, School of Kinesiology, Aub

Context: Heat injury is a significant threat to milit
trainees. Different methods of heat mitigation are in use acrq
military units. Mist fans are 1 of several methods used in the
and humid climate of Fort Benning, Georgia.

Objectives: To determine if (1) the mist fan or the cool
towel effectively lowered participant core temperature in
humid environment found at Fort Benning and (2) the mist fan
the cooling towel presented additional physiologic or saf
benefits or detriments when used in this environment.

Design: Randomized controlled clinical trial.

Setting: Laboratory environmental chamber.

Patients or Other Participants: Thirty-five physically act
men aged 19 to 35 years.

Intervention(s): (1) Mist fan, (2) commercial cooling to
(3) passive-cooling (no intervention) control. All treatme
lasted 20 minutes. Participants ran on a treadmill at 6l
Vosmax.

Main Outcome Measure(s): Rectal core temperature, hg
rate, thermal comfort, perceived temperature, perceived w
ness, and blood pressure.

Tests of Statistical Assumptions. We created Q-Q

normal plots for each group at each time point and
judged all the distributions to be approximately normal. A
Shapiro-Wilk test confirmed no significant deviations from
normality, except for core temperature in the cooling-towel
group at time 0 of the control condition (W = 0.81, P <
.01). Given that analysis of variance (ANOVA) is robust to
violations of the normality assumption, we chose not to
transform all cases of the dependent variable to adjust for
this relatively minor violation of normality.

To test the effects of the different treatment conditions on
core temperature and heart rate, we first conducted a group
(mist fan versus cooling towel) X condition (passive-
cooling control versus active-cooling experimental) X time
(0 versus 20 minutes) mixed-factortal ANOVA with
repeated measures on condition and time. Due to a
significant 3-way interaction involving both core temper-
ature and heart rate, we conducted follow-up condition X
time ANOVAs separately for each group. For the analysis
of blood pressure, we used a similar group X condition X
time mixed-factorial ANOVA but with the additional
repeated measure of cycle (diastolic versus systolic
pressure). For analysis of the survey measures (thermal
comfort, perceived temperature, and perceived wetness), a
group X condition X time mixed-factorial ANOVA was
conducted separately for each outcome.




MISSING DATA °

What is a missing value?

 Missing completely at random (MCAR)
— Missing value doesn’t depend on other variables

 Missing at random (MAR)

— Missing value does not depend on variable of interest, after accounting
for observed data

 Missing not at random (MNAR)
— Probability of a missing value depends on the variable that is missing

What should | do as a reviewer?
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Use of Cold-Water Immer
Damage and Delayed-On:
Preserve Muscle Power il

Lillian Beatriz Fonseca, MS*; Ciro J.
PhD*; Marzo Edir Silva-Grigoletto,
PhD*; Emerson Franchini, PhD%}

*Postgraduation Program of Physical Education, Fe
Education, Federal University of Juiz de Fora, Minas G
School of Physical Education and Sport, University of

Context: Cold-water immersion (CWI) has been app
widely as a recovery method, but little evidence is availablg
support its effectiveness.

Objective: To investigate the effects of CWI on mus
damage, perceived muscle soreness, and muscle poy
recovery of the upper and lower limbs after jiu-jitsu training.

Design: Crossover study.

Setting: Laboratory and field.

Patients or Other Participants: A total of 8 highly trair
male athletes (age = 24.0 = 3.6 years, mass =784 = 24
percentage of body fat = 13.1% * 3.6%) completed all st
phases.

Intervention(s): We randomly selected half of the sam|
for recovery using CWI (6.0°C = 0.5°C) for 19 minutes; the ot
participants were allocated to the control condition (pasg
recovery). Treatments were reversed in the second sesg
(after 1 week).

Main Outcome Measure(s): We measured serum leveld
creatine phosphokinase, lactate dehydrogenase (LDH), asq
tate aminotransferase, and alanine aminotransferase enzym
perceived muscle soreness; and recovery through vis

Statistical Analysis

Exploratory data analysis was performed for identifica-
tion and correction of extreme values, which was necessary
only for CK. Normality and homoscedasticity were tested
using the Kolmogorov-Smirnov test and the Bartlett
criterion, respectively. We used analysis of variance with
2 factors (recovery X measurement time) to establish mean
differences. For validation of repeated measurements, we
used the Mauchly sphericity test and, when necessary,
applied the Greenhouse-Geisser correction. If we observed
a difference in the analysis of variance, we used a post hoc
Bonferroni test. When a main effect and interaction were
found, only the interaction effect was reported. The
magnitude of treatment effects was calculated using the
n° effect size. The upper and lower 95% confidence
intervals (Cls) were calculated for corresponding mean
variations. The standardized effect size (Cohen d)**
analysis was used to interpret the magnitude of differences
among measurements. To examine the strength of associ-
ation among variables, we used the Pearson product
moment correlation. The o level was set at .05 for all
analyses. We used SPSS (version 15.0; SPSS Inc, Chicago,
IL) to analyze the statistics.




STUDIES HAVE SHOWN
THAT ACCURATE
NUMBERS ARENT ANY
MORE USEFUL THAN THE
ONES YOU MAKE UP.
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SO T JUST MADE UP
THIS ONE.
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https://stats.stackexchange.com/questions/423/what-is-your-favorite-data-analysis-cartoon
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RESULTS SECTION CHECKLIST ¢

O Sufficient information about the results of the test of
significance including test statistics and degrees of freedom.

1 Need to move past only reporting P-value as well as < 0.05
— There are problems with reporting only the P-value of a hypothesis test®’

— "We teach it because it's what we do; we do it because it's what we
teach.” 8

— Helpful Links for Authors of the JAT

L Adequate statistical information to facilitate interpretation of
results.
— Means with standard deviations
— Effect sizes
— Confidence intervals

25



RESULTS SECTION CHECKLIST * conr.

O Put into normal language and support with statistical
evidence.

— There was a statistical difference between the treatment and the control
group (t,5 = 5.321, P = 0.025).

— Student-athletes had higher tests scores (45.6 £ 2.32) with the new

method compared to the student-athletes in the control group (42.2 +
2.20) (t,3 = 5.321, P = 0.025, 95%CI: 2.85, 3.95, Cohen’s d = 1.50).

26



EFFECT SIZES
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EFFECT SIZES

Indicator of the practical importance of the research results.
— Magnitude of the observed effect or relationship

No direct relationship between a P-value and the magnitude
of the effect.0

— Williams (2003) compared the percent of time that faculty members
spent teaching with the percent of time they would prefer to spend
teaching.

e t;5, =2.20, P =0.03, Cohen’s d = 0.09

Nearly 70 different effect size indexes.!!
— Goodman-Kruskal’s lambda

28



TYPES OF EFFECT SIZES

« Unstandardized

— Means of variables with meaningful units that can be directly
interpreted

« Treatment increase of 6°
e Control increase of 2°

« Standardized
— Results expressed on a unitless scale
— d family
 Differences between groups
— r family
» Measure of association or relationship

29
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TWO INDEPENDENT SAMPLES

e Cohen’sd?!?
— Similar standard deviations

pooled

S _ S12 (nl _1) + S22 (nz _1)
pooled n1 n n2 B 2



ALTERNATIVES TO COHEN’S d

 Hedges’ g 1°
— Small sample size
— Weights the pooled standard deviation

)_(1_)_(2

pooled

e Glass’s A 14

— Treatment impacts standard deviation
— Uses the standard deviation of the control group
A — Xl_XZ

control

32



ODDS RATIO

« The odds of injury for members of the treatment group were
4 times higher than odds for members of the control group

— NOT four times the number of injuries

Injury No Injury AD
Treatment Group A B —_—
Control Group C D BC

« Relative risk

— Probability of an event occurring in one group compared to the
probability of the same event in another group

33
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ONE-WAY ANOVA

BETWEEN SUBJECTS

« Eta Squared
— Proportion of the variation in Y explained by X SS
» . 2 _ ““between
— Positively biased T =g
« Sample variance only, uncorrected

 Less biased for larger samples (> 30) 4

total

 Epsilon Squared

SS J -1)(MSE
— Less biased than eta squared g? = ——between S(S ) )
- Subtracting MSE total
« Omega Squared
— Equal sample sizes P SSpemeen — (4 —1)(MSE)
— Less biased than epsilon squared SS,..,; + MSE

* Adding MSE to SST in denominator

35



FACTORIAL ANOVA

« Partial eta squared
— Proportion of variation in Y explained by the effect of interest
— Default in SPSS
— Results are the same for eta squared in one-way ANOVA
2 SS, 2 SS; 2 SS g
= e = M =
(SSA + SSwithin) (SSB + SSWithin) (SSAB + SSWithin)

A

« Partial omega squared
— Less biased estimator
2 _ SS,—(J —DMS, iy 2 _ SSg —(K-1)MS
W, = Wg =
SS,. + MS SS,..y + MS

within

within

within

2 _ S8, —(I-1)(K-1MS
A8 SS,.. + MS

within

tota within

36



REPEATED MEASURES

Entirely different set of effect sizes for repeated measures
designs.1®

— Olejnik S and Algina J. Generalized eta and omega squared statistics:
Measures of effect size for some common research designs. Psych
Methods. 2003;8(4):434-447.

37



RELATIONSHIPS

« Pearson-product-moment correlation coefficient
— Two continuous variables V2 v
X, = X)(Y, =Y
r:Z( i~ X)(Y; —Y)

SXSY

« Point-biserial correlation coefficient
— One dichotomous variable ) X1—Xq N,

— One continuous variable Voo 3 N2
n

« Spearman’s rank correlation coefficient
— Two ordinal variables , GZdiz
p =

n(n? -1)

38



REGRESSION

 Coefficient of determination
r2

— Simple linear regression
— Amount of variance shared between the two variables

« Coefficient of multiple determination
— R2
— Multiple linear regression

— Amount of variance shared between the dependent variable and the set
of independent variables

39



RECOMMENDATIONS FOR EFFECT

SIZES

Choose the most suitable effect size based on the purpose,
design, and outcome(s) of the study. 1°

n°>e >0

Provide effect sizes whether or not a statistically significant
finding Is obtained.

Specify exactly how effects were calculated.

Caution when interpreting against a rigid benchmark
because context matters so much. /
— Glass’s caution to not classify effects into ‘t-shirt sizes’ 18

— Rhea new classifications for strength training research °
¢ < 0.35 trivial, 0.35-0.80 small, 0.80-1.50 moderate, and > 1.5 large

40



]. Middlemis Maher et al.

What are you measuring?

Differences between

groups

What significance test
are you using?

-lest

Use odds Use Cohen’s f
ratio or eta-squared

Are the sample sizes of
the two groups equal?

Yes No
Are the standard Use Hedges' g
deviations ofthe |
samples Use Glass's &
significantly
S e No Use Cohen’sd

Strength of associations
between variables

What significance test
are you using?

Linear
regression

Multiple
regression

Use r2 Correlation Use R2
What kind of
variables are you
) associating?
Dichotomous

independent variable
and continuous
dependent variable

Two continuous
variables

Non-

b o parametric Use Pearson’s r

h 4

Use Spearman’s p

41
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CONFIDENCE INTERVALS

« Many replications of the study, we would expect 95% of
these intervals to include the population mean, or another
parameter being estimated.

T

H
‘\

A 85% confidence interval indicates that 19 cut of 20 zamples
(95%} from the same population will proeduce confidence
intervalz that contain the population parameter.

« Interval estimate of a population parameter allowing us to
determine the accuracy of the sample estimate.

— This interval is a set of values that are plausible for y. Values outside the
interval are relatively implausible but not impossible.*
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CONFIDENCE INTERVALS

 If the Cl contains zero - no statistically significant difference
« If the Cl does not contain zero - statistically significant difference

S0 much more information
— Precision of a population estimate

« Smaller the interval
— Less sampling error

— Location of a population estimate
* Interpret from scale used in study

— Provide interpretation

44



ClI INTERPRETATION

Difference in AROM (ankle-dorsiflexion) improvement
following a 3-week intervention®
— 95% CI (0.07°, 2.13°)

There is a statistically significant difference between groups.

The difference for the population means could be as small as 0.07°,
or as large as 2.13°, at the 95% confidence level. Due to the narrow
Cl, there was a smaller impact of sampling error.

The researcher would have to decide if a possible difference of less
than 1° improvement in the population is worth the extra time and
expense involved in using the intervention.

45



DURING THE REVIEW PROCESS

Were the variables clearly defined?
Did the author perform assumption testing?
How were the missing data handled?

For all hypothesis testing, where the degrees of freedom,
test statistic, associated P-value, confidence interval, and
effect size (with how this was calculated) presented?

What was the interpretation of the confidence interval(s) and
effect size(s)?

46
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ANY QUESTIONS?

Thank you!

monica.lininger@nau.edu
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