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ESSENTIALS OF THE 

STATISTICAL ANALYSIS SECTION



 Description of the independent and dependent variable(s) 

including covariates

 Assumptions underlying the statistical tests being used

 Statistical power and sample size estimation is reported

– May be seen early in Participants section

 Methods of handling missing data are discussed

 Descriptive statistics being utilized to summarize data

 Analytical techniques to assess differences, relationships, 

associations, prediction, etc.

 Post-hoc analyses, when appropriate

 Criterion to assess statistical significance

 Name and version of software package

 Description of the independent and dependent variable(s) 

including covariates

 Assumptions underlying the statistical tests being used

 Statistical power and sample size estimation is reported

– May be seen early in Participants section

 Methods of handling missing data are discussed

 Descriptive statistics being utilized to summarize data

 Analytical techniques to assess differences, relationships, 

associations, prediction, etc.

 Post-hoc analyses, when appropriate

 Criterion to assess statistical significance

 Name and version of software package

 Description of the independent and dependent variable(s) 

including covariates

 Assumptions underlying the statistical tests being used

 Statistical power and sample size estimation is reported

– May be seen early in Participants section

 Methods of handling missing data are discussed

 Descriptive statistics being utilized to summarize data

 Analytical techniques to assess differences, relationships, 

associations, prediction, etc.

 Post-hoc analyses, when appropriate

 Criterion to assess statistical significance

 Name and version of software package

CHECKLIST 1
STATISTICAL ANALYSIS
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VARIABLES
INDEPENDENT AND DEPENDENT

• Explicitly stated including: 

– Levels of independent variable(s)

– Fixed and random effects

• Fixed – generalizations about specific levels 

• Random – generalizations back to an entire population

– Scales of measurement for each variable

• Nominal

• Ordinal

• Interval

• Ratio

– Within or between subject factors
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ASSUMPTION TESTING

• Violations of assumptions can influence Type I and Type II errors

• “The applied researcher who routinely adopts a traditional 

procedure without giving thought to its associated assumptions 

may unwittingly be filling the literature with nonreplicable results.”2
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ASSUMPTION TESTING
HOEKSTRA ET AL.3
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ASSUMPTION TESTING
HOEKSTRA ET AL.3 CONT.
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ASSUMPTION TESTING
OVERVIEW OF JOURNALS FOR 2016

Research 
Articles

Quantitative
Articles

Mentioned 
Assumption Testing

ATEJ 20 12 1

JAT 98 88 23

• ATEJ – 8%

• JAT – 26%

• Most commonly tested

– Normality and homogeneity of variance
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• Violations

– Serious implications especially to the F 

ratio4

– Impacts standard errors of the sample 

means

• Options

– Not many since violation truly takes place 

in the design phase

– Randomize whenever possible

ASSUMPTION TESTING
INDEPENDENCE

• Each sample is randomly 

selected from a population 

• Methods

– Very challenging to assess 

through statistics

– Examine residuals by group

• Should maintain a ‘random 

display’4

• Durbin-Watson statistic 

assesses autocorrelation
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ASSUMPTION TESTING
INDEPENDENCE EXAMPLE

• Example of ‘random display’4
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• Violations

• Most F-tests are robust to violations

• Options

– Investigate outliers

– Nonparametric analyses

– Transformations

• Log

• Square root

– Counts that follow a Poisson 

distribution 

– Angular

– Proportions or percentages that 

follow a binomial distribution

ASSUMPTION TESTING
NORMALITY

• Normal distribution with a 

mean of zero and a standard 

deviation of one

• Methods

– Skewness and kurtosis

– Q-Q plot

– Shapiro-Wilk’s W test

– Kolmogorov-Smirnov test
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ASSUMPTION TESTING
NORMALITY EXAMPLE
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ASSUMPTION TESTING
NORMALITY EXAMPLE
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Descriptives 

 Statistic Std. Error 

Score 

Mean 9.89 .498 

95% Confidence Interval for 

Mean 

Lower Bound 8.84  

Upper Bound 10.94  

5% Trimmed Mean 9.88  

Median 10.00  

Variance 4.458  

Std. Deviation 2.111  

Minimum 6  

Maximum 14  

Range 8  

Interquartile Range 3  

Skewness -.132 .536 

Kurtosis -.465 1.038 

 Tests of Normality 

 Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Score .145 18 .200* .966 18 .711 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 

 

ASSUMPTION TESTING
NORMALITY EXAMPLE
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• Violations

– Bias error term

• Small sample sizes and violation leads to 

increase in Type I error (incorrectly 

rejecting the null hypothesis)

• Options

– Brown-Forsythe procedure

– Welch procedure

– Decrease alpha

ASSUMPTION TESTING
HOMOGENEITY OF VARIANCE

• Equal variances across 

samples

• Methods

– Levene’s test

– Bartlett’s test

• Uses chi-square statistic 

and based on meeting 

assumption of normality

– Box’s M test

• Multivariate homogeneity
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• Violations

– General linear model

– Under-estimate the true relationship

• Options

– Transformations

– Polynomial regression

ASSUMPTION TESTING
LINEARITY

• The relationship between X 

and Y is linear

– Mainly for ANCOVA and 

regression models

• Methods

– Plot of Y versus X
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• Violations

– General linear model

– Under-estimate the true relationship

• Options

– Transformations

– Polynomial regression

ASSUMPTION TESTING
LINEARITY

• The relationship between X 

and Y is linear

– Mainly for ANCOVA and 

regression models

• Methods

– Plot of Y versus X
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ASSUMPTION TESTING
LINEARITY EXAMPLE
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MISSING DATA 5

What is a missing value?

• Missing completely at random (MCAR)

– Missing value doesn’t depend on other variables

• Missing at random (MAR)

– Missing value does not depend on variable of interest, after accounting 

for observed data

• Missing not at random (MNAR)

– Probability of a missing value depends on the variable that is missing

What should I do as a reviewer?
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https://stats.stackexchange.com/questions/423/what-is-your-favorite-data-analysis-cartoon



ESSENTIALS OF THE 

RESULTS SECTION



RESULTS SECTION CHECKLIST 1

 Sufficient information about the results of the test of 

significance including test statistics and degrees of freedom.

 Need to move past only reporting P-value as well as < 0.05

– There are problems with reporting only the P-value of a hypothesis test6,7

– “We teach it because it’s what we do; we do it because it’s what we 

teach.” 8

– Helpful Links for Authors of the JAT

 Adequate statistical information to facilitate interpretation of 

results.

– Means with standard deviations

– Effect sizes

– Confidence intervals
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RESULTS SECTION CHECKLIST 1 
CONT.

 Put into normal language and support with statistical 

evidence.

– There was a statistical difference between the treatment and the control 

group (t23 = 5.321, P = 0.025).

– Student-athletes had higher tests scores (45.6 ± 2.32) with the new 

method compared to the student-athletes in the control group (42.2 ±

2.20) (t23 = 5.321, P = 0.025, 95%CI: 2.85, 3.95, Cohen’s d = 1.50).
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EFFECT SIZES



EFFECT SIZES

• Indicator of the practical importance of the research results.

– Magnitude of the observed effect or relationship

• No direct relationship between a P-value and the magnitude 

of the effect.10

– Williams (2003) compared the percent of time that faculty members 

spent teaching with the percent of time they would prefer to spend 

teaching.

• t154 = 2.20, P = 0.03, Cohen’s d = 0.09

• Nearly 70 different effect size indexes.11

– Goodman-Kruskal’s lambda
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TYPES OF EFFECT SIZES

• Unstandardized

– Means of variables with meaningful units that can be directly 

interpreted

• Treatment increase of 6

• Control increase of 2

• Standardized 

– Results expressed on a unitless scale

– d family

• Differences between groups

– r family

• Measure of association or relationship
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TWO INDEPENDENT SAMPLES

• Cohen’s d 12

– Similar standard deviations
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ALTERNATIVES TO COHEN’S d

• Hedges’ g 13

– Small sample size

– Weights the pooled standard deviation

• Glass’s Δ 14

– Treatment impacts standard deviation

– Uses the standard deviation of the control group

controlS
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g
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• The odds of injury for members of the treatment group were 

4 times higher than odds for members of the control group

– NOT four times the number of injuries

• Relative risk

– Probability of an event occurring in one group compared to the 

probability of the same event in another group

ODDS RATIO

BC

ADInjury No Injury

Treatment Group A B

Control Group C D
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ONE-WAY ANOVA
BETWEEN SUBJECTS

• Eta Squared

– Proportion of the variation in Y explained by X

– Positively biased

• Sample variance only, uncorrected

• Less biased for larger samples (> 30) 4

• Epsilon Squared

– Less biased than eta squared

• Subtracting MSE

• Omega Squared

– Equal sample sizes

– Less biased than epsilon squared

• Adding MSE to SST in denominator

total

between

SS

SS
2

MSESS

MSEJSS

total

between






))(1(
2

total

between

SS

MSEJSS ))(1(2 


35



FACTORIAL ANOVA

• Partial eta squared

– Proportion of variation in Y explained by the effect of interest

– Default in SPSS

– Results are the same for eta squared in one-way ANOVA

• Partial omega squared

– Less biased estimator
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REPEATED MEASURES

• Entirely different set of effect sizes for repeated measures 

designs.15

– Olejnik S and Algina J. Generalized eta and omega squared statistics: 

Measures of effect size for some common research designs. Psych 

Methods. 2003;8(4):434-447.

37



RELATIONSHIPS

• Pearson-product-moment correlation coefficient

– Two continuous variables

• Point-biserial correlation coefficient

– One dichotomous variable

– One continuous variable

• Spearman’s rank correlation coefficient

– Two ordinal variables

YX

ii

SS

YYXX
r

))(( 



2

0101

n

nn

S

XX
r

n

pb




)1(

6
1

2

2




nn

di


38



REGRESSION

• Coefficient of determination

– r2

– Simple linear regression

– Amount of variance shared between the two variables

• Coefficient of multiple determination

– R2

– Multiple linear regression

– Amount of variance shared between the dependent variable and the set 

of independent variables
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RECOMMENDATIONS FOR EFFECT 

SIZES

• Choose the most suitable effect size based on the purpose, 

design, and outcome(s) of the study. 16

• Provide effect sizes whether or not a statistically significant 

finding is obtained.

• Specify exactly how effects were calculated.

• Caution when interpreting against a rigid benchmark 

because context matters so much. 17

– Glass’s caution to not classify effects into ‘t-shirt sizes’ 18

– Rhea new classifications for strength training research 19

• < 0.35 trivial, 0.35-0.80 small, 0.80-1.50 moderate, and > 1.5 large 

222  
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CONFIDENCE INTERVALS



CONFIDENCE INTERVALS

• Many replications of the study, we would expect 95% of 

these intervals to include the population mean, or another 

parameter being estimated.

• Interval estimate of a population parameter allowing us to 

determine the accuracy of the sample estimate.

– This interval is a set of values that are plausible for µ. Values outside the 

interval are relatively implausible but not impossible.4

http://blog.minitab.com/blog/adventures-in-statistics-2/understanding-hypothesis-tests%3A-confidence-intervals-and-confidence-levels
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CONFIDENCE INTERVALS

• If the CI contains zero  no statistically significant difference

• If the CI does not contain zero  statistically significant difference

• So much more information

– Precision of a population estimate

• Smaller the interval

– Less sampling error

– Location of a population estimate

• Interpret from scale used in study

– Provide interpretation
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CI INTERPRETATION

• Difference in AROM (ankle-dorsiflexion) improvement 

following a 3-week intervention9

– 95% CI (0.07, 2.13)

• There is a statistically significant difference between groups. 

• The difference for the population means could be as small as 0.07, 

or as large as 2.13, at the 95% confidence level. Due to the narrow 

CI, there was a smaller impact of sampling error. 

• The researcher would have to decide if a possible difference of less 

than 1 improvement in the population is worth the extra time and 

expense involved in using the intervention. 
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DURING THE REVIEW PROCESS

• Were the variables clearly defined?

• Did the author perform assumption testing?

• How were the missing data handled?

• For all hypothesis testing, where the degrees of freedom, 

test statistic, associated P-value, confidence interval, and 

effect size (with how this was calculated) presented?

• What was the interpretation of the confidence interval(s) and 

effect size(s)?
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Thank you!

monica.lininger@nau.edu

ANY QUESTIONS?

https://stats.stackexchange.com/questions/423/what-is-your-favorite-data-analysis-cartoon?page=2&tab=votes#tab-top
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